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In this supplementary material, we first present a compar-
ative analysis of image captions generated using BLIP2 (Li
et al. 2023), PaliGemma (Beyer et al. 2024), and Vit-
Gpt2 (Mishra et al. 2024), followed by the results of post-
processing these captions with LLAMA (Touvron et al.
2023). Subsequently, we perform a detailed comparison of
various hand gesture images produced by Stable Diffusion
(baseline) (Rombach et al. 2022) and our Hand1000 model.
The results clearly demonstrate that our model outperforms
the baseline in handling complex hand gestures: the gen-
erated hands not only appear more realistic, but other ele-
ments in the images—such as characters, clothing, and col-
ors—also accurately reflect the descriptions in the text.

Dataset Construction
We employed BLIP2, PaliGemma, and VitGpt2 as im-
age captioning models to generate textual descriptions for
images in the Hagrid dataset. As shown in Figure 1,
BLIP2’s descriptions effectively capture key details of the
images, such as characters, clothing, and colors—for in-
stance, ”in a green shirt and glasses”—which is beneficial
for model training. PaliGemma, however, tends to overem-
phasize background information while providing less accu-
rate descriptions of the characters themselves. Although Vit-
Gpt2 avoids unnecessary details, its descriptions of charac-
ters are less precise than those generated by BLIP2.

Additionally, none of the models generated accurate hand
gesture information, or they included erroneous gesture de-
tails, which could severely hinder training. As is shown
in Figure 2, to address this, we employed the LLAMA
model for post-processing the generated captions, ensuring
the preservation of original content while incorporating cor-
rect gesture information. Our experiments demonstrate that
training on post-processed data leads to significant improve-
ments in model performance.

Qualitative Example Comparison
To thoroughly evaluate the capabilities of Hand1000, we se-
lected six gestures for testing: ’call,’ ’four,’ ’like,’ ’mute,’
’ok,’ and ’palm.’ These gestures were chosen due to their di-
versity and complexity. Specifically, the gestures range from
those resembling a fist, such as ’call,’ ’like,’ and ’mute,’ to
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Figure 1: Comparison of dataset constructed by different im-
age captioning models (BLIP2, PaliGemma, and VitGpt2).

those with extended fingers, such as ’four’ and ’palm,’ as
well as the intricate gesture ’like.’ They also encompass ges-
tures depicting the back of the hand, such as ’call’ and ’like,’
and those depicting the palm, such as ’four’ and ’palm.’ Ad-



Figure 2: Comparison of dataset before and after the post-
processing of LLAMA3.

ditionally, some gestures involve interaction with other parts
of the body, such as ’mute,’ where the index finger must be
placed on the lips while the rest of the hand forms a fist.
Under these conditions, we input the same text prompt into
Stable Diffusion (baseline) and compared the generated im-
ages with those from Hand1000. The results demonstrated
that our approach significantly outperformed Stable Diffu-
sion. A detailed analysis of each image will follow.

Figure 3 and 4 present gestures ”call” and ”four.” The
main challenge of the ”call” gesture lies in correctly depict-
ing the extended thumb and little finger, with the remaining
fingers clenched. Hand1000 successfully captures this fea-
ture, while Stable Diffusion struggles, producing distorted
hands with abnormal finger numbers and shapes. Addition-
ally, Hand1000 effectively conveys other elements of the text
prompt, such as ”girl,” ”woman,” and ”man,” accurately il-
lustrating the heads and bodies of these individuals in a real-
istic manner. In contrast, Stable Diffusion only depicts facial
features in the third image, with the first two showing no
facial details. Regarding the clothing information, includ-
ing ”orange shirt,” ”red shirt,” and ”robe,” Hand1000 con-
sistently delivers, whereas Stable Diffusion only correctly
presents the ”orange shirt” in the first image. The second

image contains disorganized, hand-like shapes, and in the
third, the ”man” appears to be draped in a sheet rather than
a robe. For the ”four” gesture, the challenge is to draw four
extended fingers with the thumb naturally bent toward the
palm. Hand1000 achieves this, while Stable Diffusion fails
to reflect the gesture’s characteristics. Moreover, Hand1000
accurately portrays other aspects of the prompt, such as the
”face mask” in the final image.

Figure 5 and 6 depict the ”like” and ”mute” hand ges-
tures, both of which share a common challenge: while the
emphasis is on extending a single finger, the true difficulty
lies in rendering the remaining four fingers in a realistic and
anatomically accurate manner. Hand1000 excels in this re-
gard, as even when zoomed in, the images demonstrate per-
fect occlusion, curvature, and interaction between the fin-
gers. In contrast, Stable Diffusion’s representation of the
hand is notably poor. Furthermore, Hand1000 effectively
captures other details from the text prompt, such as “a puz-
zle heart on her chest,” “in front of a truck,” “with a beard,”
and “with glasses.” The ”mute” gesture presents an addi-
tional challenge in requiring the index finger to be placed
against the lips. Hand1000 handles the relationship between
the finger and lips seamlessly, avoiding any unnatural fusion
or distortion. On the other hand, images generated by Sta-
ble Diffusion either fail to position the finger on the lips or
exhibit unrealistic merging of the finger and lips.

Figure 7 and 8 illustrate the ”OK” and ”palm” hand ges-
tures. The ”OK” gesture is relatively complex, requiring
three fingers to be extended while the thumb and index finger
form a circular shape. Hand1000 accurately represents this
gesture without any distortion. Moreover, it effectively han-
dles lighting, shadows, and occlusion in the hand area, with
one image (second row, third column of Figure 7) show-
casing impressive detail—even the joints and wrinkles of
the hand are visible upon zooming in. The ”palm” gesture,
though seemingly simple, involves an open hand with five
extended fingers, which requires precise modeling of finger
count, length, and spatial relationships. For example, in the
first row, second column of Figure 8, the image generated
by Stable Diffusion displays realistic hand texture and color,
but the finger count is incorrect, and the hand is distorted.
In contrast, Hand1000 produces images with accurate finger
count and natural hand characteristics, achieving excellent
results.



Figure 3: Comparison of images in hand gesture of ”phone call” generated by stable diffusion and our Hand1000.



Figure 4: Comparison of images in hand gesture of ”four” generated by stable diffusion and our Hand1000.



Figure 5: Comparison of images in hand gesture of ”like” generated by stable diffusion and our Hand1000.



Figure 6: Comparison of images in hand gesture of ”mute” generated by stable diffusion and our Hand1000.



Figure 7: Comparison of images in hand gesture of ”ok” generated by stable diffusion and our Hand1000.



Figure 8: Comparison of images in hand gesture of ”palm” generated by stable diffusion and our Hand1000.
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